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INTRODUCTION

Machine vision is an integral part of any robotic environment. The shape recogni-
tion algorithms, implemented on a Vicom image processor, and interfaced to a flexible
robotic testbed, must be fast, accurate, and rotationally invariant. The Vicom image
processing system contains special purpose hardware and software that is used in the
image processing task. The shape recognition algorithms were used to provide object
identification, position, and orientation data. This position and orientation data are then
passed to the robot controllers by means of the system supervisor.

The elements of the shape recognition system have been implemented in a
modular fashion. This method allows maximum flexibility when configuring the system
to handle various shape recognition tasks. This approach will also simplify future
expansion as more shape recognition technqiues are added to the library. This modular
approach will also be used in the optimization of the vision supervisory system which
uses a set of rules to decide upon the most suitable combination of modules for a given
task.

DISCUSSION

Shape Recognition Algorithm

A machine vision system can be broken down into the following series of subtasks.

digitization pre-processing segmentation

feature
extraction classification

The first subtask of the system is digitization of the video data. This is standard RS-170
output from a CCD camera. The Vicom uses its special purpose hardware to digitize
the video into a 512 x 512 pixel frame with 256 gray levels. These gray level data are
then stored for use as the original state of the workspace. A subsequent frame of video



is then sampled and digitized and used for a comparison to determine if the workspace
is in a static or dynamic state. This is done by subtracting the second frame from the
first and performing a linear transformation about the zero gray level. If the number of
changed pixels is below a given threshold, then the workspace is said to be static and
the frame of data is passed to the segmentation subtask.

In the segmentation subtask, the digitized gray level data are transformed into a
binary image which consists of objects and background. The procedure developed for
this purpose is a histogram based thresholding technique. It is based on the assump-
tion that the background intensities are concentrated in one portion of the gray scale
range while the object intensities are concentrated in another region. A histogram of
the gray level image is obtained quickly by use of a Vicom special purpose imag
processing routine. A threshold is determined by locating the valley between the two
nodes of the histogram. This value is then used by another Vicom library call to apply
the threshold to the image. This function will set all pixels to 0 while setting all object
pixels to 255. After the objects have been separated from the background, the number
of pixels that represent objects are counted and checked against a given range. If the
pixel count is outside this range, the data are considered invalid and the sampling
procedure is restarted. After the objects have been separated from the background,
they are then separated from each other.

At this point in the system, there are three different methods of feature extraction:
low order moments, polygonal approximation for feature extraction and Fourier descrip-
tors for classification, and a polygonal approximation for feaure extraction and
classification.

Moments

Up to third-order moments can be used to determine area, center of mass, and
aspect ratio (refs 1 through 4). The basic moment equation is

NMpq =, E__ XiP Y9 f (X, Y,)

where

f(Xif and objectf(Xi Y) = [o if is not an object]

the midpoint of the object is located at (a,b) where

a M10  b M0O
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The orientation of the object may be represented by the angle of its major axis which is
calculated by the central moments of the object (refs 3, 5, and 6). These are the mo-
ments for which the centroid is zero. The central moments may be obtained from the
basic moments by a translation of the object by the midpoint (a,b). This can be per-
formed directly on the moments as follows:

Letting m be the central moments

p q p q
mpq = Y X I () () aP- r bq -s Mrs

r=O s=0 r s

the angle of the major axis may be calculated (refs 5 and 6)

Letting t be the angle

tan (2t) = 2
M20 - M02

However, this angle is ambiguous. The inverse tangent generates one ambiguity of 180
degrees. A second ambiguity arises because one may rotate an object the wrong way
to line it up with a given line. These two rotations also differ by 180 degrees. After the
factor of two is taken into account in the above expression, the result is four possible
angles t, t+90, t+180, and t+270 degrees. Some additional constraints are necessary to
assure a unique and consistent orientation. The angle for which

M20 > M02 and M30 > 0

will be used. This angle will align the major axis of the object with the x-axis and force
the larger side of an asymmetric object to the right. This approach will only work when
the objects under test have only one major axis.

A rotation may be applied directly to a set of moments to determine the rotated
moments. Letting M' be the new moments which result from a rotation by an angle t

P q p q
Mql = I- S r (S) (_1)q-s (COS t)p-r+s (sin t)q - r- s Mp+q-r-s,r+ s

The correct orientation angle may then be found as follows: The initial angle t is applied
to the central moment set. If both conditions are satisfied, then the angle has been
found. If the first condition is satisfied, but the second is not, then the correct angle is
t+1 80 degrees. If the first condition is not met, an additional 90-degree rotation is
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applied to the moments. The first condition will now be met, and the second condition is
examined. If the second condition is met, then t+90 degrees is correct angle; otherwise,
t+270 degrees is the correct angle.

Position and orientation have been obtained from the calculated moments as
described above. The last subtask is th3 classification of the objects extracted. The
objects can be identified using a simple decision tree. The objects in question were
shells, rack endpoints, and a cannon breech. These three objects could be distin-
guished on the basis of area and aspect ratio. Area is obtained directly from Moo. The

aspect ratio is found as the square root of the ratio of m20 to m 0 2. This simple decision

approach is fine for this simple set of objects but is no easily extended.

Fourier Descriptors

The second approach to feature extraction is a Fourier descriptor computation (ref
8) based on a polygonal approximation to the contour (ref 9). This method calculates
the Freeman chain code (ref 10) of each object that is separated from the background.
The chain codes are then handled one at a time. A polygonal approximation of the
boundary defined by the chain code is used instead of the actual code itself. The
advantages of the polygonal approximation are that the points used to calculate the
Fourier descriptors are drastically reduced and the results are less subject to rotation
and noise effects. The polygonal approximation algorithm starts by converting the chain
code to a sequence of points in the x-y plane. This set of points is then split into two
open curves. The two most distant points on the contour are located and used for this
splitting. The use of these extreme points will introduce some rotational invariance to
the initial split. Each of the two open contours is processed individually. A line is drawn
between the two endpoints of the curve, and the point on the curve most distant from
this line is located. If the distance to this point exceeds a goodness-of-fit threshold, then
this point is taken to be a breakpoint. This point and one of the endpoints are taken and
processed similarly. This continues recursively until the distance of the line between
the breakpoints is no further than the goodness-of-fit threshold from any point on the
segment of the curve that the endpoints enclose. The result is a sequence of break-
points that describe the vertexes of the polygon which approximate the curve.

The goodness-of-fit threshold serves to govern the tightness of the polygonal fit. A
small threshold will give a very tight approximation which uses a larger number of
segments. The potential drawback is that this representation will be very likely to be
affected by the edge artifacts which the earlier stages of image processing may cause.
In addition, a greater number of polygonal segments will require more computation in
the matching process. A larger threshold, however, will lead to a looser fit and therefore
to a potential loss of detail. The larger threshold will not be as sensitive to noisy edge
effects. The smaller number of segments which result from the use of a larger threshold
will decrease the amount of computation required for each match. Therefore, a trade-
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off is encountered between the computation required for a match and the amount of
detail in the description, with sensitivity to edge effects an an additional consideration.

Now that the polygon is formed, it is u-,,I to generate the Fourier descriptors. If the
unknown polygon is defined by Z(t), it can 1-, expanded in a Fourier series:

X (t) = I C 
n

where

1n = C X(t) TOn = " dt

0

if a polygon has K sides. The increment in position generated by each side will be the
complex number AX,. The position at each point is

Xi = Xp_1 + AX P o = 0

the increment in time for each side will be Ati where

At, = IAXI = (Ax 2 + Ay,2)" 2

the time at each point is

p
tp =X At 1  to =0

i1

the period t=tk

k
On T Y-- _ p (.2xn )e(i2n -

forn j Atp0 T p

for n * 0
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k

CO E 1AXp +kp1)Ato

These equations have generated the Fourier coefficients. To normalize the descriptors,
CO must be set to zero to normalize orientation of best fitting ellipse.

Cn>Cne i(nto + ot)

where

t C - C-1to= 2

C1 + C-1= 2

The unknown must now be compared with the library of known objects. Consider an
unknown object X with Fourier series X() by making use of Parseval's theory for Fourier
series

00

P=J x (t) 12 d t = E I x ( t ) 12

if you then compare it to a known library object Y with a Fourier series Y 0) then

Nd2  I I, NX(i) _ Y(i) 12
i=-N

where d is considered to be an approximation to the average power in the error be-
tween the two objects. The threshold that the value d is compared to is the acceptance
level of a s :ccessful search. If the value exceeds this threshold for each entry in the
library, the unknown is considered an undefined object.

Polygonal Approximation

The third method of feature extraction is an extension of the polygonal approxima-
tion algorithm. After the polygonal approximation has been calculated from the chain
code, these data must be stored to build the library of known objects. The polygon will
be described by each of the line segments. The lengths of the line segments will be
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invarient to both rotation and translation, as will the angles b 'ween each pair of tine
segments. This way the polygon will be d,cribed as a sequence of distance and angle
pairs. The first entry will be the length of tf, first segment. The second entry will be the
angle between the first and second segniPnts. This angle is obtained by calculating the
angle of each of the line segments in the x-y plane. The first angle is then taken to be
the angle of the second segment minus the angle of the first segment. A distance/angle
pair is then calculated for each segment in the polygon. For the last segment, the angle
is the difference in orientation between the first segment and the last segment. In this
fashion the polygon may be reconstructed from this description at any location and
orientation.

The first step of the shape matching algorithm (ref 11) is to identify a pair of seg-
ments on the known and unknown contours at which to start the comparison. This
application scale is considered to be constant and an important factor for correct clas-
sification. Therefore, both distance and angle features will be used in starting point
determination. Each segment of the unknown object is compared to each segment of
the known objects to find potential starting point pairs. Thresholds for distance and
angle comparisons are set based on the assumption that the known features of the
library entries are of high quality. If the difference between the angle for the unknown
segment and that for the known segment is within the specified tolerance, then the
angle passes the potential starting point test. The difference of the lengths must be
within a specified fraction of the length of the known segment to be acceptble. If both
the angle and the length are within bounds, then the two segments are considered to be
a potential starting point pair. The choice of thresholds determines the number of
potential starting points that will be considered. A trade-off is encountered between the
amount of computation which will be performed and the possibility of missing a valid
starting point pair.

Given a pair of starting segments, the matching process is initiated by rconstructing
the polygonal vertexes from the distance/angle descriptors. The starting segment of
each object is taken to start at the origin and proceed down the positive x-axis. The first
segment has an angle of zero in the x-y plane. After all segments are considered, the
known and unknown contours are each represented by a sequence of points. If the
objects are similar, these point sequences should also be similar.

The vertexes are then compared using the Euclidean distance between points as
an indication of goodness of fit. If there are more than one unknown point matched to a
single point of the known contour, then the unknown yielding the smallest distance to
the common known point is taken to be matched. The other points are labeled as
non-matching. Upon completion, the number of matched points is tallied, as is the sum
of the distances between matched pairs of points. This total distance is taken to repre-
sent the quality of the match and will be dependent on the total size of the polygon. A
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normalized distance measure in terms of a fraction of the total polygon distance will be
more accurate. Therefore, the sum of the distances will be divided by the total length of
the polygon.

A minimum distance classifier is used to find the best match for an unknown object.
The unknown is compared to each known object with the smallest distances recorded.
If this distance falls below a treshold value, then the unknown is declared to match the
corresponding known object. A problem arises when there is a very small distance on a
match over a small portion of polygon. This distance might be smaller than one ob-
tained over a large portion of a polygon simply because it involves fewer points. A
measure that will produce a weighted distance (ref 12) will resolve this problem.

After the object has been matched, determining the midpoint is a straightforward
operation. The midpoint is calculated by averging the x, y points of the curve that
represent the boundary of the unknown object. Recall that these x, y points were
obtained by converting the chain code to the x, y plane.

The calculation of the orientation difference between the known an unknown objects
requires the examination of a set of orientation differences, once associated wih each
pair of matched polygonal sides. Angles for each of the sides of the polygon are calcu-
lated. The angles for the unknown are generated assuming that the orientation of the
first side is zero. For the known, however, an initial orientation value is used. This
initial value is derived from the angle of the first segment of the known polygon when
the known object is learned. It is assumed that the orientation of the entire known
object is zero, but that does not mean that the orientation of the first segment is zero.
The starting angle may be viewed as a constant angle offset which is added to the
absolute angle of every side of the polygon, regardless of the side from which the
reconstruction was started. For each pair of sides which is declared a match, the
difference between the two angles is recorded. A nonparametrc clustering algorithm
(ref 13) is applied to the collection of angle differences to find the largest group. The
values in this group are then averaged to obtain the orientation estimate.

This last method of feature extraction and classification was proven to work well in
the object identification and midpoint calculation tasks, but the orientation estimates
were not acceptable. It was determined that the problem arose from the polygonal
approximation not being accurate enough to distinguish between the two ends of one of
the object.
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Communications

the communications module is the interface between the Vicom and the top level
supervisor. All data to and from the Vic,)m must pass through this link which is made up
of an I/O routine on the Vicom and atr-ther compatible routine on the supervisor. The
supervisor module sends text strings across an RS-232 serial line that are then parsed
into internal Vicom commands that invoke the proper image recognition commands for
that particular scenario. After the command has been acted on, the Vicom returns the
results of the process. These results will indicate the position and orientation of all
objects of interest in the field of view. If the workspace is empty, there are no objects of
interest in the field of view. In this manner, the supervisor builds and maintains the
world model of the entire robot workspace.

Calibration

Generally, the coordinate system of a vision system and the robot system will not
be identical. Differences that may exist are scale, rotation, and position. These
diferences must be identified and estimated (ref 14) so that a position obtained in vision
coordinates may be used as a position for a robot. Also, for robot cooperation, conver-
sions must be made from one robot coordinate system to the other. The physical
configuration of the robots, workspace, and cameras will be such that the robots will be
placed on a surface that is parallel to the workspace. Also, the image plane of the
camera will be parallel to the workspace.

Letting (x,y) represent a point on the image plane, the corresponding point in the
workspace (x',y') can b3 obtained by the transformation.

X!'- -a b c- X-o

KY] d[ e fl K]
The terms c and f decribe independent shifts in the x and y directions. The terms a, b,
c, and d combine to represent both independent scaling in the x and y directions along
with a rotation between the two planes. The calibration procedure requires that these
six parameters be estimated. This requires the use of three points, using the cor-
responding values in both coordinate systems.

The solution is to use three points (xl ,yl) (x2,y2), and (x3,y3) and their correspond-
ing points in a second coordinate system (xl ',yl ), (x2',y2'), and (x3",y3'). The equa-
tions relating the x coordinates are
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Xl= aXi + bYl + c
X2 = aX2 + bY2 + c
X3' = aX3 + bY3 + c

which yields

a(X2 - X1) + b(Y2 - Y1) = X2'- X1'
a(X3- X1) + b(Y3- Y1) = X3"- X1'
a(X3 - X2) + b(Y3 - Y2) = X3" - X2'

Using two equations to form a matrix

X2-X1 Y2-Y1] [a]=[X2"-XI'i

X3 -X1 Y3 -Y1 b X3- X1

which yields

]Y-Y1 - x1,

X3 X1 Y3 -Y1 [X3 X1

the values for a and b are substituted back into the original equation to solve for c. A
similar solution for d, e, and f using the equation relating to the y coordinates is easily
obtained.

This method was implemented on the Vicom by having the robots place blocks in
various predetermined places in the workspace to collect all required data.

CONCLUSION

The work done to this point includes two fully functional shape recognition methods
and a third method that requires additional study. A completely automated calibration
system and a complete communications interface with the system supervisor have been
installed. Long term plans include aditional shape recognition algorithms that will deal
with partial shape and distorted contours as well as various methods of collecting and
analyzing depth data. In addition to an enhaced image processing capability, an
electronic blackboard will be developed using shared memory between the Vicom and
the sytem supervisor. This will enable the Vicom to process the workspaces independ-
ently of any external supervisor and then post the results on the blackboard. This will
make full use of the idle time that currently exists waiting for commands from the
supervisor.
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